
Supplemental Materials for Hombert, Johan, Pouyet, Jérôme and Schutz, Nicolas,
‘Anticompetitive Vertical Merger Waves,’ The Journal of Industrial Economics,

VOLUME(ISSUE), MONTH, YEAR, pp. XXX–YYY

Online Appendix to

Anticompetitive Vertical Merger Waves

For Online Publication only
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The proofs in this document are analytical, but computer-assisted. Each proof

therefore comes with a companion Mathematica file.1 The document is organized as

follows. In Section A, we present a normalized version of the model which will be used

in the remainder of this document. Proposition 1 is proven in Section B. We study

the Pareto efficiency and stability properties of symmetric collusive-like equilibria in

Section C. Lemma 5 is proven in Section D. Proposition 3 is proven in Section E.

We show that our results are robust to assuming that unintegrated downstream firms

choose their supplier before downstream prices are set in Section F. Proposition 4 is

proven in Section G. Our results on two-part tariffs (Propositions 5 and 6) are proven

in Section H. Our results on secret offers (Propositions 7 and 8) are proven in Section I.

A Normalization

Consider the following two models:

• Model 1 is the model defined in the paper.
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• Model 2 is as follows. Preferences are represented by the utility function

Û = q̂0 +
N∑
k=1

q̂k −
1

2

(
N∑
k=1

q̂k

)2

− N

2(1 + γ̂)

(
N∑
k=1

q̂2
k −

(
∑N

k=1 q̂k)
2

N

)
,

which generates the demand system

q̂k =
1

N

(
1− p̂k − γ̂

(
p̂k −

∑N
k′=1 p̂k′

N

))
.

The profit of a vertically integrated firm after K mergers is given by:

π̂i = p̂iq̂i + ŵi

N∑
k=K+1

1 [sk = i] q̂k.

A downstream firm purchasing the input at price ŵ earns:

π̂k = (p̂k − ŵ − δ̂)q̂k.

Let δ̂ = δ/(1 −m + δ), γ̂ = γN/N , p̂k = (pk −m + δ)/(1 −m + δ) for all k, and

ŵi = (wi −m)/(1−m+ δ) for all i. It is straightforward to show that

q̂k =
1

1−m+ δ

γN +N
(1 + γ)N

× qk ∀k ∈ {1, . . . , N},

π̂k =
1

(1−m+ δ)2

γN +N
(1 + γ)N

× πk ∀k ∈ {1, . . . , N},

and Ŵ (λ) =
1

(1−m+ δ)2

γN +N
(1 + γ)N

×W (λ).

This means that model 2 is a normalized version of model 1. Throughout this document,

we focus on model 2, keeping in mind that all the results we obtain also apply to model

1. From now on, we remove the hats on model 2 variables.

B Proof of Proposition 1

All calculations are in the Mathematica notebook 01_equilibrium_characterization.nb.

We decompose Proposition 1 into two lemmas. In the statements and proofs of those

lemmas, we ignore the non-negativity constraint on δ. To obtain the results as they are

stated in the paper, it suffices to replace the thresholds δm, δc, and δc by max(0, δm),

max (0, δc), and max
(
0, δc

)
.
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Lemma A. There exists a threshold δm(M,N, γ) such that monopoly-like equilibria

exist if and only if δ ≥ δm(M,N, γ).

Proof. We start by computing equilibrium prices and profits (Step 001 in the Mathe-

matica notebook). We also define two thresholds: δsup and wmax (Step 002). δsup is the

threshold above which downstream firms cannot be active when w = 0. When δ < δsup,

wmax is the upstream price threshold above which downstream firms cannot be active.

In the following, we assume δ < δsup. Π(w, 1) is concave in w and we define wm as the

monopoly upstream price (Step 003). We also define δmsup as the threshold above which

the monopoly upstream price is no longer interior. In the following, we assume that

δ < δmsup, in line with footnote 18 of the paper.

Π(wm, 0)−Π(wm, 1) is concave in δ and positive for δ = δsup (Step 004). Therefore,

there exists a unique δm < δsup such that Π(wm, 0) − Π(wm, 1) ≥ 0 if and only if

δ ≥ δm.

Lemma B. There exist two thresholds δc(M,N, γ) and δc(M,N, γ), where δc(M,N, γ) <

δm(M,N, γ) < δc(M,N, γ), such that collusive-like equilibria exist if and only if δc(M,N, γ) ≤
δ < δc(M,N, γ). When this condition is satisfied, the set of input prices that can be

sustained in a symmetric collusive-like equilibrium is an interval.

Proof. Π(w, 1/M) − Π(w, 1) is convex in w, hence positive outside its roots, 0 and w1

(Step 005). Π(w, 1/M) − Π(w, 0) is concave in w, hence positive between its roots, 0

and w2 (Step 006). There exists δ1 such that 0 < w1 < w2 if δ < δ1, and w2 ≤ w1 ≤ 0 if

δ ≥ δ1 (Step 007). It follows that any symmetric collusive-like equilibrium price must

be between w1 and w2, and that if δ ≥ δ1, then there are no collusive-like equilibria.

In the following, we assume δ < δ1. We have w2 < wmax (Step 008). There exists

δ2 < δ1 such that w2 ≤ wm if and only if δ2 ≤ δ ≤ δ1 (Step 009). Therefore, when

δ ∈ [δ2, δ1], there exists a continuum of collusive-like equilibria between w1 and w2.

There exists δ3 < δ2 such that w1 ≤ wm if and only if δ3 ≤ δ ≤ δ2 (Step 010).

Π(w, 1/M) is concave in w and reaches its maximum at wc (Step 011). Moreover,

wc > w2 for δ ≥ δ3 (Step 012). If δ3 ≤ δ ≤ δ2, then w1 ≤ wm ≤ w2 ≤ wc. For

all w ∈ [w1, wm], Π(w, 1) ≤ Π(w, 1/M), and so there is a continuum of collusive-like

equilibria between w1 and wm. For all w ∈ [wm, w2],

Π

(
w,

1

M

)
≥ Π

(
wm,

1

M

)
≥ Π(wm, 1),

and so there is a continuum of collusive-like equilibria between wm and w2. We can

conclude that if δ ∈ [δ3, δ1], then there exists a continuum of collusive-like equilibria

between w1 and w2.
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Next, assume δ < δ3. Then, wm < w1 < w2. There exists δ4 < δ3 such that w2 > wc

if and only if δ < δ4 (Step 013). There exists δ5 < δ4 such that w1 > wc if and only if

δ < δ5 (Step 014).

Suppose first that δ < δ5. Then, max(wm, wc) < w1 < w2. Hence, for every

w ∈ (w1, w2),

Π

(
w,

1

M

)
< Π

(
w1,

1

M

)
= Π(w1, 1) < Π(wm, 1).

Therefore, there are no collusive-like equilibria.

Next, assume δ5 < δ < δ4. Then, wm < w1 < wc < w2. The best candidate for

a collusive-like equilibrium is therefore w = wc. The function dπc(δ) ≡ Π(wc, 1/M) −
Π(wm, 1) is concave in δ (Step 015), positive when δ = δ3, and negative when δ = δ5.2

There are two cases to distinguish:

1. If dπc(δ4) ≤ 0, then by concavity and since dπc(δ3) > 0, we have that dπc(δ) < 0

for all δ5 < δ < δ4. In this case, there are no collusive-like equilibria.

2. Conversely, if dπc(δ4) > 0, then, there exists a unique threshold δ6 ∈ (δ5, δ4) such

that dπc(δ) ≥ 0 if and only if δ ∈ [δ6, δ4]. When this condition holds, there is a

continuum of collusive-like equilibria between w̃1 and w̃2, where w̃1 and w̃2 are

the unique solutions of equation Π(w, 1/M) = Π(wm, 1) on the intervals [w1, wc]

and [wc, w2], respectively. Otherwise, there are no collusive-like equilibria.

Finally, assume δ4 < δ < δ3. Then, wm < w1 < w2 < wc. The best candidate for

a collusive-like equilibrium is therefore w = w2. The function dπ2(δ) ≡ Π(w2, 1/M) −
Π(wm, 1) is quadratic in δ (Step 016), positive when δ = δ3 and negative when δ = δ5.

Therefore, there exists a unique δ7 ∈ (δ5, δ3) such that dπ2(δ7) = 0. Note in addition

that dπ2(δ4) = dπc(δ4). Again, we have to consider two cases:

1. If dπ2(δ4) = dπc(δ4) < 0, then δ7 > δ4. Therefore, if δ ∈ [δ4, δ7), then there

are no collusive-like equilibria. If δ ≥ δ7, then there is a continuum of collusive-

like equilibria between w̃1 and w2, where w̃1 is the unique solution of equation

Π(wm, 1) = Π(w, 1/M) on the interval (w1, w2).

2If δ = δ3, then w1 = wm < w2 < wc, implying that

Π

(
wc,

1

M

)
> Π

(
w1,

1

M

)
= Π

(
wm,

1

M

)
.

If δ = δ5, then wm < w1 = wc, implying that Π(wc, 1/M) < Π(wm, 1).
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2. If dπ2(δ4) = dπc(δ4) ≥ 0, then δ7 ≤ δ4. Therefore, for all δ ∈ [δ4, δ3], there is a

continuum of collusive- like equilibria between w̃1 and w2, where w̃1 is the unique

solution of equation Π(wm, 1) = Π(w, 1/M) on interval (w1, w2).

Defining δc as

δc =

{
δ6 if dπc(δ4) > 0,

δ7 if dπc(δ4) ≤ 0,

and δc = δ1 and checking that max(δ6, δ7) < δ3 < δm (Step 017) and δ1 > δm (Step 018)

concludes the proof of the lemma.

Combining Lemmas A and B proves Proposition 1.

C Properties of Symmetric Collusive-Like Equilib-

ria

C.1 Stability

Throughout this subsection, we assume that a symmetric distribution of upstream

market shares is selected in stage 3 whenever multiple vertically integrated firms offer

the same input price. We show that any interior symmetric collusive-like equilibrium

is stable when M = 2, and provide conditions under which symmetric collusive-like

equilibria are stable when M ≥ 3.

M = 2. We say that an equilibrium of the upstream competition subgame is stable if,

following a small perturbation of upstream prices and letting upstream firms myopically

and sequentially best-respond to each other until a new equilibrium is reached, upstream

prices in the new equilibrium are close to those in the initial equilibrium. To state

this definition of stability formally, we let BRi(wj) denote vertically integrated firm

Ui − Di’s best-response in upstream price to Uj − Dj’s upstream price wj, j 6= i. We

have BRi(wj) = arg maxwi
Π̃i(wi, wj), where

Π̃i(wi, wj) =


Π(wi, 1) if wi < wj,

Π(wi, 1/2) if wi = wj,

Π(wj, 0) if wi > wj.

Definition 1. An equilibrium with upstream prices (w1, w2) is stable if, for any small

ε > 0, there exists η > 0 such that for any sequence (wn1 , w
n
2 )n≥0 that satisfies
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• (w0
1, w

0
2) ∈ [w1 − η, w1 + η]× [w2 − η, w2 + η],

• wn+1
1 ∈ BR1(wn2 ) and wn+1

2 = wn2 for even n ≥ 0,

• and wn+1
1 = wn1 and wn+1

2 ∈ BR2(wn1 ) for odd n ≥ 0,

there exists (w∞1 , w
∞
2 ) ∈ [w1−ε, w1 +ε]× [w2−ε, w2 +ε] such that (wn1 , w

n
2 )n≥0 converges

to (w∞1 , w
∞
2 ).

Recall from Proposition 1 that when a collusive-like equilibrium exists, the set of

prices that can be sustained in a symmetric collusive-like equilibrium is an interval.

Denote this interval by [wc, wc]. We have:

Proposition A. Assume M = 2 and δ ∈ (δc, δc). Any symmetric collusive-like equi-

librium with price w ∈ (wc, wc) is stable.

Proof. Consider a symmetric collusive-like equilibrium at price w ∈ (wc, wc). Let ε > 0

such that [w−ε, w+ε] ⊂ (wc, wc), and consider a perturbation (w0
1, w

0
2) ∈ [w−ε, w+ε]2.

Since w0
2 ∈ (wc, wc), w

0
2 can be sustained in a symmetric collusive-like equilibrium and

the equilibrium condition (8) holds strictly: Π(w, 1/2) > max {maxw̃≤w Π(w̃, 1),Π(w, 0)}
at w = w0

2. (See the proof of Proposition 1.) Thus, U1 − D1’s unique best-response

to w0
2 is BR1(w0

2) = w0
2. The new equilibrium is reached in one step and is a sym-

metric collusive-like equilibrium at price w0
2, which is within distance ε from the initial

equilibrium.

M ≥ 3. Definition 1 can easily be adapted to allow for more than 2 vertically inte-

grated firms: For every 1 ≤ i ≤ M , Ui −Di best-responds in periods n ≥ 1 such that

i = n modulo M , and only in those periods. The best-response function BRi should

be redefined as BRi(w−i) = arg maxwi
Π̃i(wi, w−i), where

Π̃i(wi, w−i) ≡

Π
(
wi,

1
|{1≤j≤M : wj=wi}|

)
if wi = min1≤k≤M wk,

Π (min1≤k≤M wk, 0) otherwise.

We have:

Proposition B. Assume M ≥ 3. For every δ ∈ [δm, δc), there exists a non-empty

interval of input prices (w,w) such that for every w ∈ (w,w), the symmetric collusive-

like equilibrium at price w is stable.
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Proof. In Step 019 of the Mathematica notebook 01_equilibrium_characterization.nb,

we show the following: For every δ ∈ [δm, δc), there exists a unique w∗ > 0 such that

Π(w∗, 1) = Π(w∗, 0); moreover, w∗ ≤ wm.

By strict concavity of Π(w, ·), we have that for every α ∈ {1/M, 1/(M−1), . . . , 1/2},

Π(w∗, α) > αΠ(w∗, 1) + (1− α)Π(w∗, 0)

= Π(w∗, 1) = Π(w∗, 0)

= max

(
Π(w∗, 0), max

w̃≤w∗
Π(w̃, 1)

)
,

where the last line follows from the fact that w∗ ≤ wm. By continuity of Π(·, α), this

implies the existence of w < w∗ < w such that for every α ∈ {1/M, 1/(M−1), . . . , 1/2}
and w ∈ (w,w),

Π(w, α) > max

(
Π(w, 0),max

w̃≤w
Π(w̃, 1)

)
. (1)

Let w ∈ (w,w), ε > 0 such that [w − ε, w + ε] ⊆ (w,w), and (w0
j )1≤j≤M ∈ [w −

ε, w + ε]M . By inequality (1), U1 − D1’s unique best response to w0
−1 is to set w1

1 =

ŵ ≡ min2≤j≤M w0
j . The inequality also implies that U2 − D2’s unique best response

to (ŵ, w0
3, . . . , w

0
M) is to set w2

2 = ŵ. Continuing this process up to UM − DM , we

obtain a new profile of input prices in which each vertically integrated firm sets ŵ.

Moreover, by inequality (1), input prices no longer change after the M-th step has been

reached. We have thus converged to a symmetric collusive-like equilibrium at price

ŵ ∈ [w− ε, w+ ε]M . It follows that the symmetric collusive-like equilibrium at price w

is stable.

C.2 Pareto efficiency

Define ŵc ≡ arg maxw∈[wc,wc] Π(w, 1/M) as the input price such that, among symmetric

collusive-like equilibria, the one at price ŵc generates the highest profits for the vertically

integrated firms.

Proposition C. If M > 2 or N > 3 or γ is low enough, then there exists δ̂c > δm

such that for every δ ∈ [δc, δ̂c], the symmetric collusive-like equilibrium at price ŵc is a

Pareto optimum from the viewpoint of the vertically integrated firms.

Proof. The condition that M > 2 or N > 3 or γ is low enough in the statement of the

proposition guarantees that the thresholds δm is strictly positive (see Step 020 in the

Mathematica notebook 01_equilibrium_characterization.nb).
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In the symmetric collusive-like equilibrium at price ŵc, every vertically integrated

firm earns Π(ŵc, 1/M). We need to show that this equilibrium is not Pareto-dominated

by another collusive-like equilibrium or by the monopoly-like equilibrium. Consider

another collusive-like equilibrium at price w with some distribution of upstream market

shares (αj)1≤i≤M . Suppose w 6= ŵc or (αj)1≤j≤M 6= (1/M, . . . , 1/M), and let

i ∈ arg min
1≤j≤M

Π(w, αj).

Then, by concavity of Π(w, ·) and by the definition of ŵc, we have that

Π(w, αi) ≤ Π

(
w,

1

M

)
≤ Π

(
ŵc,

1

M

)
.

Since Π(w, ·) is strictly concave and w 6= ŵc or (αj)1≤j≤M 6= (1/M, . . . , 1/M), at least

one of these inequalities is strict, implying that the collusive-like equilibrium with price

w and market shares (αj)1≤j≤M does not Pareto dominate the symmetric collusive-like

equilibrium at price ŵc. This implies in particular that the symmetric collusive-like

equilibrium at ŵc is a Pareto optimum from the viewpoint of the vertically integrated

firms if δ ∈ [δc, δm).

Next, consider the monopoly-like equilibrium, which exists if and only if δ ≥ δm.

When δ = δm, the existence condition (7) holds with equality, Π(wm, 1) = Π(wm, 0).

Since Π(w, α) is strictly concave in α, we have Π(wm, 1/M) > min {Π(wm, 1),Π(wm, 0)}.
Hence, in the monopoly-like equilibrium, vertically integrated firms earn strictly less

than Π(wm, 1/M), which is less than Π(ŵc, 1/M) by definition of ŵc. By continuity,

this remains true when δ is in the right neighborhood of δm, which proves the existence

of δ̂c > δm.

D Proof of Lemma 5

Proof. Mathematical derivations for this proof can be found in the Mathematica note-

book 02_first_mergers_welfare.nb. We begin by computing equilibrium prices,

quantities, and profits as a function of K, the number of vertical mergers that have

occurred, assuming throughout that the input is priced at marginal cost (Step 001).

Next, we define δ(K) as the cutoff synergy level above which unintegrated downstream

firms can no longer be active after K mergers (Step 002). There we also show that

δ(K) is strictly decreasing in K. In the following, we assume that δ < δ(M) ≡ δ.

Next, we compute equilibrium consumer surplus, producer surplus, and aggregate

surplus (Step 003). Treating K as a continuous variable, we show that consumer surplus
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is strictly concave in K, and that the derivative of consumer surplus with respect

to K evaluated at K = M is strictly positive (Step 004). It follows that consumer

surplus is strictly increasing in K. A similar argument implies that aggregate surplus

is strictly increasing in K (Step 005). Since our market performance measure is a

convex combination of consumer surplus and aggregate surplus, it follows that market

performance is strictly increasing in K.

E Proof of Proposition 3

We split the proposition into two lemmas, which provide a more precise statement of

our results.

Lemma C. Consider the case where M = 2 and N = 3. Under selection criterion (C),

there exist functions γc : [0, 1] −→ R++ and

δWc : {(γ, λ) ∈ R++ × [0, 1] : γ > γc(λ)} −→ R+

such that for every (δ, γ, λ), the second merger worsens market performance if and only

if γ > γc(λ) and δ ∈
[
δc(γ), δWc (γ)

)
.

Moreover, γc is strictly increasing in λ, δWc is strictly decreasing in both of its argu-

ments and satisfies δc(γ) < δWc (γ, λ) < δc(γ), and δc(γ) is strictly decreasing on some

interval (0, γ̂c], and identically equal to zero on [γ̂c,∞).

Proof. All calculations are in the Mathematica notebook 03_welfare_criterion_c.nb.

We begin by computing equilibrium prices, consumer surplus, and producer surplus in

the one-merger subgame (Step 001). Turning our attention to the two-merger subgame,

we recompute equilibrium prices and profits at the equilibrium of stage 3 as a function

of w and (α1, α2) (Step 002). Having done that, we can recalculate the thresholds wm,

w1, w2, wc, δ1(= δc), δ3, and δ4, which were defined and used in the proof of Proposi-

tion 1 (Step 003). There, we also redefine dπ2(δ) ≡ Π(w, 1/2) − Π(wm, 1). We show

that dπ2(δ4) < 0 and dπ′′2(δ) < 0, which, as shown in the proof of Proposition 1, implies

that δc is equal to the smallest root of dπ2(·) (Step 004). Moreover, the argument in the

proof of Proposition 1 implies that the symmetric collusive-like equilibrium that max-

imizes the vertically integrated firms’ profits is the one with input price w2. Next, we

compute producer surplus and consumer surplus in that symmetric collusive-like equi-

librium (Step 005). We also define the merged-induced change in market performance

as f(δ, γ, λ).
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The next step is to study the behavior of the function f . We show that f is

strictly concave in δ, f(δc(γ), γ, λ) > 0, and f(0, γ, λ) < 0 (Step 006). For a given

γ > 0, those properties have the following implications: If f(δc(γ), γ, λ) ≥ 0, then

f(δ, γ, λ) > 0 for every γ ∈ (δc(γ), δc(γ)); if instead f(δc(γ), γ, λ) < 0, then there

exists δWc (γ, λ) ∈ (δc(γ), δc(γ)) such that for every δ ∈ (δc(γ), δc(γ)), f(δ, γ, λ) < 0 if

δ < δWc (γ, λ) and f(δ, γ, λ) > 0 if δ > δWc (γ, λ). Moreover, whenever δWc (γ, λ) is well

defined, it is the smallest root of the quadratic polynomial f(·, γ, λ).

Next, we show that δc(γ) > 0 if and only if γ < γ2
c ' 7.49 (Step 007). The argument

in the previous paragraph implies that δWc (γ, λ) is well defined whenever γ ≥ γ2
c . In

the following, we assume that γ < γ2
c and study the sign of φ(γ, λ) ≡ f(δc(γ), γ, λ).

The function φ is linear and strictly increasing in λ (Step 008). Hence, there exists

a unique Λ(γ) ∈ R such that φ(γ,Λ(γ)) = 0. Moreover, there exist two cutoffs, γ1
c and

γ1′
c such that

2.75 ' γ1
c < γ1′

c ' 4.83,

Λ(γ) < 0 if and only if γ < γ1
c , and Λ(γ) > 1 if and only if γ > γ1′

c (Step 009).

The monotonicity properties of φ in λ imply that φ(γ, λ) ≥ 0 for every λ ∈ [0, 1] and

γ ∈ (0, γ1
c ], and φ(γ, λ) < 0 for every λ ∈ [0, 1] and γ ∈ (γ1′

c , γ
2
c ). Hence, f(δ, γ, λ) > 0

for every γ < γ1
c , δ ≥ δc(γ), and λ ∈ [0, 1], whereas δWc (γ, λ) is well defined for every

γ > γ1′
c and λ ∈ [0, 1].

Next, we assume γ ∈ [γ1
c , γ

1′
c ] and investigate whether δWc (γ, λ) is well defined. The

restriction of Λ(·) to the domain [γ1
c , γ

1′
c ] has a strictly positive derivative (Step 010).

Hence, its inverse function, Γ(·), is well defined, strictly increasing, and maps [0, 1]

one-to-one onto [γ1
c , γ

1′
c ]. It follows that, for every λ ∈ [0, 1], δWc (·, λ) is well defined on

(Γ(λ),∞), and f(δ, γ, λ) ≥ 0 whenever γ ≤ Γ(λ).

Finally, we show that the function δWc has the monotonicity properties asserted in

the statement of the proposition. We compute δWc in closed form (Step 011). We then

show that ∂δWc /∂λ and ∂δWc /∂γ are both strictly negative (Step 012). We also show

that ∂δc/∂γ < 0 whenever δc is strictly positive (Step 013).

Setting γ̂c = γ2
c and γc = Γ concludes the proof.

Lemma D. Consider the case where M = 2 and N = 3. Under selection criterion

(M), there exist functions

γ1
m : [0, 1] −→ (0,∞), γ2

m : [0, 1] −→ (0,∞],

and

δWm :
{

(γ, λ) ∈ R++ × [0, 1] : γ1
m(λ) < γ < γ2(λ)

}
−→ R+
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such that for every (δ, γ, λ), the second merger worsens market performance if and only

if

• γ ∈ (γ1
m(λ), γ2

m(λ)) and δ ∈ [δm(γ), δWm (γ, λ)),

• or γ ≥ γ2
m(λ) and δ ≥ δm(γ).

Moreover, γ1
m is strictly increasing, γ2

m is increasing (and strictly so whenever it

is finite), γ1 < γ2, and δWm is strictly decreasing in both of its arguments and satisfies

δm(γ) < δWm (γ, λ) < δsup(γ), where δsup(γ) is the threshold above which the monopoly-

like equilibrium is no longer interior.3 Finally, there exists γ̂m ∈ (γ1
m(1),∞) such δm(γ)

is strictly decreasing on (0, γ̂m) and identically equal to zero on [γ̂m,∞).

Proof. All calculations are in the Mathematica notebook 04_welfare_criterion_m.nb.

Consider first the two-merger subgame. We recalculate prices, quantities and profits

at the equilibrium of stage 3 (Step 001). Next, we redefine wm and δsup (Step 002).

We then calculate δ̂, which is the δ above which Π(wm, 1) ≤ Π(wm, 0) (Step 003). δ̂ is

strictly positive if and only if γ < γ; it is strictly decreasing in γ for all γ < γ (Step

004). Therefore, δm is equal to δ̂ when γ < γ̄, and to 0 when γ ≥ γ̄.

Next, we compute W (λ) in a monopoly-like equilibrium in the two-merger game

(Step 005) and in the Bertrand equilibrium in the one-merger subgame (Step 006). We

define f(δ, γ, λ) as the variation in W (λ) induced by the second merger (Step 007).

The function f is strictly increasing in δ and strictly negative when δ = 0 (Step

008). Moreover, f(δsup(γ), γ, λ) is increasing in λ, f(δsup(γ), γ, 1) > 0 for all γ, and

f(δsup(γ), γ, 0) ≤ 0 if and only if γ ≥ γ2(0), where γ2(0) > 0 (Step 009). Therefore,

when γ < γ2(0), f(δsup(γ), γ, λ) > 0 for all λ. When γ ≥ γ2(0), there exists a unique

λ2(γ) ∈ [0, 1) such that f(δsup(γ), γ, λ) > 0 if and only if λ > λ2(γ). We show that

λ2(·) is strictly increasing on (γ2(0),∞), and that limγ→+∞ λ2(γ) ≡ λ ∈ (0, 1) (Step

010). Therefore, λ2(·) establishes a bijection from [γ2(0),∞) to [0, λ), and its inverse

function, γ2(λ), is well defined and strictly increasing on the interval [0, λ). We extend

γ2(.) to the rest of the interval, by setting γ2(λ) ≡ +∞ for all λ ≥ λ.

Next, we study the sign of f(δm(γ), γ, λ). When γ ≥ γ̄, δm(γ) = 0 and f(δ̂(γ), γ, λ) <

0 for all λ. Next, assume γ < γ̄, so that δm(γ) = δ̂(γ). f(δ̂(γ), γ, λ) is increasing in λ,

f(δ̂(γ), γ, 0) < 0 if and only if γ is larger than some threshold γ1(0), and f(δ̂(γ), γ, 1) < 0

if and only if γ is larger than some threshold γ1(1), where γ1(0) < γ1(1) < γ̄ (Step 011).

Hence, if γ < γ1(0), then f(δm(γ), γ, λ) > 0 for all λ. If instead γ ∈ (γ1(1), γ̄), then

3Recall from footnote 18 in the paper that the case δ ≥ δsup is ruled out by assumption.
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f(δm(γ), γ, λ) < 0 for all λ. Finally, if γ ∈ (γ1(0), γ1(1)), then there exists a unique

λ1(γ) ∈ (0, 1) such that f(δm(γ), γ, λ) > 0 if and only if λ > λ1(γ). We show that

λ1(γ) is strictly increasing on the interval [γ1(0), γ1(1)] (Step 012). Therefore, λ1(γ)

establishes a bijection from [γ1(0), γ1(1)] to [0, 1], and its inverse function, γ1(λ), is well

defined and strictly increasing on [0, 1].

We can now conclude the welfare analysis, using the fact that f is increasing in δ:

• If γ ∈ (0, γ1(λ)), then, f(δ, γ, λ) > 0 for all δ ∈ [δm(γ), δsup(γ)). It follows that

the second vertical merger always improves market performance.

• If γ ∈ (γ1(λ), γ2(λ)), then, there exists a unique δWm (γ, λ) ∈ (δm(γ), δsup(γ))

such that the second merger worsens market performance if and only if δ ∈
[δm(γ), δWm (γ, λ)).

• If γ > γ2(λ), then the second merger worsens market performance if and only if

δ ≥ δm(γ).

We now prove that δWm (γ, λ) is strictly decreasing in both of its arguments. Assume

γ ∈ (γ1(λ), γ2(λ)), so that δWm (γ, λ) is well defined. By the implicit function theorem,

∂δW
∂γ

(γ, λ) = − ∂f/∂γ

∂f/∂δ

∣∣∣∣
(δWm (γ,λ),γ,λ)

.

We already know that ∂f
∂δ
> 0. Moreover, we have ∂f

∂γ
(δ, γ, λ) > 0 for all δ ∈ [δ̂(γ), δmax(γ)]

(Step 013). Hence, ∂δWm /∂γ < 0. Similarly, we prove that ∂δWm /∂λ < 0 (Step 014).

Setting γ̂m ≡ γ, γm1 ≡ γ1, and γm2 ≡ γ2 concludes the proof.

F Sequential Timing

In this section, we show that the results derived in Section III of the paper continue to

obtain if downstream firms choose their input supplier before downstream prices are set.

Specifically, we assume that unintegrated downstream firms make publicly-observable

upstream supplier choices (in stage 2.5) after upstream prices have been set (in stage

2) but before downstream competition takes place (in stage 3). We also assume that

unintegrated downstream firms have access to a public randomization device: They

observe the realization of a random variable θ between stages 2 and 2.5.

We extend Lemmas 2 and 3 in Section F.1 and Proposition 1 in Section F.2. Com-

bining those results extends Proposition 2. All the calculations for this section are in

the Mathematica notebook 05_timing.nb.
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F.1 Lemmas 2 and 3 under sequential timing

We have:

Lemma E. Under sequential timing, after K = 0, 1, . . . ,M mergers have taken place,

the Bertrand outcome is always an equilibrium.

Proof. Consider the K-merger subgame and suppose all upstream firms set wi = 0.

Assume that Ui−Di deviates upward, and that Dk (and only Dk) accepts this deviation.

The resulting equilibrium downstream prices solve the following system of equations:

Ui −Di : γ
N
wi + 1 + γp̄ = (2(1 + γ)− γ

N
)pi,

Uj −Dj, j 6= i : 1 + γp̄ = (2(1 + γ)− γ
N

)pj,

Dk : (wi + δ)(1 + γ(1− 1
N

)) + 1 + γp̄ = (2(1 + γ)− γ
N

)pk,

Dl, l 6= k : δ(1 + γ(1− 1
N

)) + 1 + γp̄ = (2(1 + γ)− γ
N

)pl.

We calculate those equilibrium prices, as well as Dk’s equilibrium output and profit

(Step 001). We show that the derivative of Dk’s equilibrium profit with respect to

wi has the opposite sign to Dk’s output (Step 002), which implies that Dk’s profit is

strictly decreasing in wi. It follows that Dk’s profit goes down when it accepts the

deviation. Therefore, there exists an equilibrium in which no downstream firm accepts

Ui −Di’s offer, which makes this deviation non-profitable. We then extend this result

to the case in which it is an unintegrated upstream firm that deviates upward (step

003). (We do not examine downward deviations since pricing below cost is not allowed

in the upstream market. It is easily shown that such deviations would not be profitable

either.)

Thus, the Bertrand outcome is always an equilibrium. It is easily shown that it is the

unique equilibrium in the zero-merger subgame. In subgames with K ∈ {1, . . . ,M − 1}
mergers, there may exist equilibria in which the input is priced above cost. The intuition

for why such equilibria may exist is again related to the tradeoff between the upstream

profit effect and the softening effect.

F.2 Proposition 1 under sequential timing

We extend Proposition 1 by proving a series of Lemmas. Consider the M -merger

subgame.

We begin by showing that any distribution of the upstream demand between the

vertically integrated firms offering the lowest input price, w = min1≤i≤M wi, can be

13



sustained in equilibrium. As a first step, consider an auxiliary game, in which vertically

integrated firms can price discriminate between downstream firms and downstream

firms do not have access to a randomization device. Let wik denote the upstream price

offered by Ui −Di to Dk. We have:

Lemma F. Consider Dk’s optimal choice of upstream supplier in stage 2.5 of the above

auxiliary game:

(i) If wik = wjk, then Dk is indifferent between Ui −Di’s and Uj −Dj’s offers.

(ii) If wik > wk ≡ min1≤j≤M wjk, then choosing supplier Ui −Di is strictly dominated

by choosing any supplier offering wk.

Proof. Let sl denote Dl’s supplier choice. Suppose Dk purchases from Ui−Di, i.e., sk =

i. For a given profile of supplier choices and input prices, the equilibrium downstream

prices solve the following system of first-order conditions:

Ui −Di : γ
N

(
wik +

∑
l:l 6=k,sl=iw

i
l

)
+ 1 + γp̄ = (2(1 + γ)− γ

N
)pi,

Uj −Dj, j 6= i : γ
N

∑
l:sl=j

wjl + 1 + γp̄ = (2(1 + γ)− γ
N

)pj,

Dk : (wik + δ)(1 + γ(1− 1
N

)) + 1 + γp̄ = (2(1 + γ)− γ
N

)pk,

Dl, l 6= k : (wsll + δ)(1 + γ(1− 1
N

)) + 1 + γp̄ = (2(1 + γ)− γ
N

)pl.

Letting W =
∑

l 6=k w
sl
l and adding up these equations yield the equilibrium average

downstream price:

N

(
2 + γ(1− 1

N
)

)
p̄ = N + δ(N −M)

(
1 + γ(1− 1

N
)

)
+ (1 + γ)W + (1 + γ)wik.

It follows that Dk’s equilibrium profit depends only on wik and W . Hence, if wjk = wik,

then Dk is indifferent between Ui −Di to Uj −Dj. This establishes part (i).

Computing Dk’s equilibrium price, output, and profit, we show that Dk’s profit is

strictly decreasing in wik whenever Dk’s demand is positive (Step 004). Therefore, Dk’s

profit when wik > w is strictly smaller than when wik = w. By part (i), it follows that

Dk is strictly better off purchasing from Uj −Dj such that wjk = w, which establishes

part (ii).

As a corollary, we obtain:

Lemma G. A profile of supplier choices is an equilibrium of stage 2.5 if and only

downstream firms randomize between the suppliers offering w ≡ min1≤i≤M wi.
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Proof. Given Lemma F–(i), the result is obvious if wi = w for all i.

Fix w and assume wi > w for some i. Fix a profile of (potentially randomized)

supplier choices and suppose that, in this profile, Dk chooses Ui−Di for some realization

θ̃ of the sunspot. Given θ = θ̃, the supplier choices of Dk’s rivals are deterministic and

known to Dk. We can therefore apply Lemma F–(ii), which implies that Dk would

be strictly better off choosing any firm offering w. This profile is therefore not an

equilibrium.

Conversely, it is straightforward to apply Lemma F to establish that any profile of

supplier choices in which downstream firms randomize between the firms offering w is

indeed an equilibrium.

Lemma G immediately implies that the existence condition for monopoly-like equi-

libria remains the same under sequential timing:

Lemma H. Monopoly-like equilibria exist if and only if δ ≥ δm.

Proof. Immediate.

Next, we extend the concept of collusive-like equilibria to our alternative timing

with public randomization. We define the set of outcomes of the supplier choice stage

as follows:

S =

{
s ∈ {0, 1, . . . , N −M}M |

M∑
i=1

si = N −M

}
.

In words, if the outcome of the supplier choice stage is s, then Ui −Di supplies input

to si unintegrated downstream firms. By Lemma F–G, an outcome S can arise in a

subgame-perfect equilibrium of stage 2.5 if and only if for every i, si = 0 whenever

wi > w = min1≤j≤M wj. (Moreover, the analysis in the Appendix to our paper implies

that we do not need to keep track of which of the unintegrated downstream firms

purchase from Ui − Di (1 ≤ i ≤ M) since s pins down the equilibrium profits of all

firms.)

Let Σ be the symmetric group over the set {1, . . . ,M}. Σ is the set of permutations

of {1, . . . ,M}. For all (s, σ) ∈ S×Σ, let sσ denote the element of S such that sσi = sσ(i)

for all 1 ≤ i ≤ M . Let s, s′ ∈ S. We say that s and s′ are equivalent (s ∼ s′) if

there exists a permutation σ ∈ Σ such that s′ = sσ. Clearly, ∼ is an equivalence

relation. Therefore, S̄ = S/ ∼, the set of equivalence classes of S by ∼, is well defined.

For all s ∈ S, there exists a unique [s] ∈ S̄ such that s ∈ [s]. Let T ⊆ S such that⋃
t∈T{[t]} = S̄, and [t] 6= [t′] for all t 6= t′ in T . Then, S =

⋃
t∈T
⋃
σ∈Σ{tσ}.
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Let ∆(T × Σ) be the set of probability measures on T × Σ. Using Lemma G, we

can redefine a collusive-like outcome at price w > 0 as a situation in which at least two

vertically integrated firms set w, other integrated firms set prices no smaller than w,

and unintegrated downstream firms randomize between the vertically integrated firms

setting w. Formally, the randomization µ ∈ ∆(T ×Σ) used by THE downstream firms

must satisfy

µ
({

(t, σ) ∈ T × Σ | ∃i ∈ {1, . . . ,M} : wσ(i) > w and tσ(i) > 0
})

= 0.

Given such a randomization, the expected payoff of vertically integrated firm Ui −Di

is:4

Eµ
(

Π

(
w,

tσ(i)

N −M

))
=
∑
t∈T

∑
σ∈Σ

µ(t, σ)Π

(
w,

tσ(i)

N −M

)
, (2)

where Π(·, ·) is the equilibrium profit function defined in Section III(i) of the paper.

The collusive-like outcome at price w with randomization µ is an equilibrium if and

only if vertically integrated firms want neither to undercut nor to exit:

min
1≤i≤M

Eµ
(

Π

(
w,

tσ(i)

N −M

))
≥ max

(
Π(w, 0),max

w̃≤w
Π(w̃, 1)

)
.

We can now define the best symmetric collusive-like outcome at price w. Put

αs ≡
1

N −M
bN −M

M
c and φ = 1− (N −M)

(
1

M
− αs

)
,

where bxc is the largest integer not greater than x. The best symmetric collusive-like

outcome at price w is such that each integrated firm supplies αs(N −M) firms with

probability φ, and αs(N −M) + 1 firms with probability 1 − φ. Given this outcome,

each vertically integrated firm earns an expected profit of

Πb(w) =
(
1− (N −M)

(
1
M
− αs

))
Π (w, αs) + (N −M)

(
1
M
− αs

)
Π
(
w, αs + 1

N−M

)
.

The best symmetric collusive-like outcome at price w is an equilibrium if and only if:

Πb(w) ≥ max

(
Π(w, 0),max

w̃≤w
Π(w̃, 1)

)
.

We prove the following lemma:

4Equivalently, we could have described a public randomization as a probability measure λ ∈ ∆S.

Using probability measures on T × Σ makes it easier to use symmetry arguments to prove Lemma I

below.
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Lemma I. If there exists a collusive-like equilibrium at price w, then, the best symmetric

collusive-like outcome at price w is also an equilibrium.

Proof. For all µ ∈ ∆(T × Σ), let

F (µ) = min
1≤i≤M

Eµ
(

Π

(
w,

tσ(i)

N −M

))
.

Our goal is to show that the best symmetric collusive-like outcome solves the maxi-

mization problem

max
µ∈∆(T×Σ)

F (µ). (3)

Once this is shown, the lemma will follow immediately. To see this, assume the best

symmetric collusive-like outcome does maximize F , and suppose there exists a collusive-

like outcome with some randomization µ. Then,

Πb(w) ≥ F (µ) = min
1≤i≤M

Eµ
(

Π(w,
tσ(i)

N −M
)

)
≥ max

(
Π(w, 0),max

w̃≤w
Π(w̃, 1)

)
,

and so the best symmetric collusive-like outcome is an equilibrium.

For all 1 ≤ i ≤ M , EµΠ
(
w, tσ(i)/(N −M)

)
is linear in µ (see equation (2)). Hence,

F is continuous and quasi-concave in µ. Since ∆(T × Σ) is compact, it follows that

maximization problem (3) has a solution.

Next, we claim that this maximization problem has a symmetric solution, i.e., there

exists µ̃ ∈ ∆(T × Σ) such that µ̃(t, σ) = µ̃(t, σ′) for all t ∈ T and σ, σ′ ∈ Σ, and

F (µ̃) = maxµ∈∆(T×Σ) F (µ). Let ∆sym(T × Σ) denote the set of symmetric probability

measures. Let µ ∈ arg maxµ∈∆(T×Σ) F (µ). For all σ̂ ∈ Σ, define µσ̂ ∈ ∆(T × Σ) as

µσ̂(t, σ) = µ(t, σ ◦ σ̂) ∀ (t, σ) ∈ T × Σ,

where ◦ is the composition operator. Then,

F (µσ̂) = min
1≤i≤M

(∑
t∈T

∑
σ∈Σ

µ(t, σ ◦ σ̂)Π(w,
tσ(i)

N −M
)

)
,

= min
1≤i≤M

(∑
t∈T

∑
σ′∈Σ

µ(t, σ′)Π(w,
tσ′◦σ̂−1(i)

N −M
)

)
,

= min
1≤σ̂(j)≤M

(∑
t∈T

∑
σ′∈Σ

µ(t, σ′)Π(w,
tσ′(j)
N −M

)

)
,

= min
1≤j≤M

(∑
t∈T

∑
σ′∈Σ

µ(t, σ′)Π(w,
tσ′(j)
N −M

)

)
,

= F (µ),
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where the second and third lines follow by the changes of variables σ′ = σ ◦ σ̂ and

j = σ̂−1(i), respectively.

Next, define µ̃ = 1
|Σ|
∑

σ̂∈Σ µσ̂. Clearly, µ̃ ∈ ∆sym(T × Σ). Moreover, we have that

F (µ̃) ≥ F (µ) since:

F (µ̃) = F

(
1

|Σ|
∑
σ̂∈Σ

µσ̂

)
,

≥ min
σ̂∈Σ

F (µσ̂) by quasi-concavity,

= F (µ) since F (µσ̂) = F (µ) ∀σ̂.

We have thus found a symmetric probability measure that solves maximization prob-

lem (3).

Fix some i ∈ {1, . . . ,M}. For a given symmetric probability measure µ, we let

µ(t) ≡ µ(t, σ) for all (t, σ) ∈ T × Σ. Since µ is symmetric, µ(t) is well defined.

Confining attention to symmetric probability measures, maximization problem (3) can

then be rewritten as

max
µ∈∆sym(T×Σ)

(∑
t∈T

µ(t)
∑
σ∈Σ

Π(w,
tσ(i)

N −M
)

)
, (4)

where i is an arbitrary element of {1, . . . ,M}.
The next step is to show that the best symmetric collusive-like outcome solves

maximization problem (4). Let

tb =

αs(N −M), . . . , αs(N −M)︸ ︷︷ ︸
M−(N−M)(1−αsM) times

, αs(N −M) + 1, . . . , αs(N −M) + 1


and assume tb ∈ T (if tb /∈ T , then we can find the unique t ∈ T ∩ [tb] and replace it

by tb). The best symmetric collusive-like outcome can be generated by the following

symmetric probability measure:

µb(t) =

1 if t = tb,

0 otherwise.

We want to show that µb solves maximization problem (4).
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Let µ be a symmetric probability measure. Define for every 1 ≤ i ≤M and 0 ≤ s ≤
N −M φi(s) ≡ Pµ(si = s). By symmetry, φi(·) = φ(·) for all 1 ≤ i ≤M . The expected

profit of a vertically integrated firm can be rewritten as:

N−M∑
k=0

φ(k)Π

(
w,

k

N −M

)
.

We claim that if φ(.) is derived from a symmetric probability measure µ, then it

must satisfy the following constraints:

(i)
∑N−M

k=0 φ(k) = 1.

(ii)
∑N−M

k=0 kφ(k) = N−M
M

.

(i) is immediate. To see why (ii) has to hold, note that
∑N−M

k=0 kφ(k) is the expected

number of downstream firms supplied by integrated firm Ui −Di, which is equal to:∑
s∈S

siPµ(s) =
1

M

M∑
j=1

∑
s∈S

sjPµ(s) =
1

M

∑
s∈S

(
M∑
j=1

sj

)
Pµ(s) =

N −M
M

.

It follows that

max
(φ(k))0≤k≤N−M∈[0,1]N−M+1

N−M∑
k=0

φ(k)Π

(
w,

k

N −M

)
s.t. (i) and (ii) hold (5)

is no smaller than

max
µ∈∆sym(T×Σ)

(∑
t∈T

µ(t)
∑
σ∈Σ

Π

(
w,

tσ(i)

N −M

))
.

Next, we claim that the φ(·) induced by the best symmetric collusive-like outcome

solves maximization problem (5). From this, it will follow immediately that the best

symmetric collusive-like outcome also solves maximization problem (4).

Define

h : j ∈ [0, N−M ] 7→
(

Π

(
w,
bjc+ 1

N −M

)
− Π

(
w,

bjc
N −M

))
(j−bjc)+Π

(
w,

bjc
N −M

)
.

Since Π(w, ·) is concave, h is concave. Moreover, we have that h(N−M
M

) = Πb(w) and

h(k) = Π(w, k
N−M ) for all k ∈ {0, 1, . . . , N −M}. Since h is concave, we have that for

all (φ(k))0≤k≤N−M ∈ [0, 1]N−M+1 such that
∑N−M

k=0 φ(k) = 1 and
∑N−M

k=0 kφ(k) = N−M
M

,

Πb(w) = h

(
N−M∑
k=0

φ(k)k

)
≥

N−M∑
k=0

φ(k)h(k) =
N−M∑
k=0

φ(k)Π

(
w,

k

N −M

)
.
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It follows that the φ(·) induced by the best symmetric collusive-like outcome solves

maximization problem (5), which concludes the proof.

Next, we derive a necessary and sufficient condition for the existence of best sym-

metric collusive-like equilibria:

Lemma J. There exists a threshold δtc ∈ [δc, δm] such that there exists a best symmetric

collusive-like equilibrium if and only if δ ∈ [δtc, δc). When this condition is satisfied, the

set of prices that can be sustained in a best symmetric collusive-like equilibrium is an

interval.

Proof. For all α ∈ [0, 1/M ] and w > 0, define5

Π̃(w, α) =
(
1− (N −M)

(
1
M
− α

))
Π (w, α) + (N −M)

(
1
M
− α

)
Π
(
w, α + 1

N−M

)
and

W (α, δ) =

{
w > 0 | Π̃(w, α) ≥ max

(
Π(w, 0),max

w̃≤w
Π(w̃, 1)

)}
.

We will prove that for all α ∈ [0, 1/M ], there exists δ(α) such that W (α, δ) is a non-

empty interval if and only if δ ∈ [δ(α), δc). Since αs ∈ [0, 1/M ], a direct consequence of

this result is that W (αs, λ), the set of prices that can be sustained in a best symmetric

collusive-like equilibrium, is a non-empty interval if and only if δ ∈ [δtc, δc), where

δtc = δ(αs).

Let α ∈ [0, 1/M ]. We calculate equilibrium prices, output levels and profits, as well

as Π̃(w, α) (Step 005). Next, we recalculate δsup (the δ above which downstream firms

cannot be active when w = 0), wmax (the w above which downstream firms cannot be

active), and wm (Step 006).

The function Π̃(w, α)−Π(w, 1) is strictly convex in w. It has two roots: w = 0 and

w = w1 (Step 007). Therefore, Π̃(w, α) > Π(w, 1) if and only if w > max(0, w1). w1 is

strictly decreasing in δ, and there exists a threshold δ1 such that w1 > 0 if and only if

δ < δ1. Note that δ1 does not depend on α and that it is equal to δc (Step 008).

The function Π̃(w, α)−Π(w, 0) is strictly concave in w. It has two roots: w = 0 and

w = w2 (Step 009). It follows that, if w2 ≤ 0, then Π̃(w, α) < Π(w, 0) for all w > 0.

Otherwise, Π̃(w, α) > Π(w, 0) if and only if w ∈ (0, w2). wmax − w2 is decreasing in δ.

5Note that α+ 1
N−M may be strictly greater than 1. In this case, Π

(
w,α+ 1

N−M

)
no longer has

an economic interpretation, but can still be computed and studied. Of course, when α = αs, it is

always the case that α+ 1
N−M ≤ 1 by construction.
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When δ = δ1, w2 = 0, while wmax > 0. Therefore, w2 < wmax for all δ < δ1 (step 010).

w2−w1 is non-increasing in δ and equal to zero when δ = δ1 (Step 011). It follows that

0 < w1 ≤ w2 < wmax when δ < δ1, and w2 ≤ w1 < 0 when δ > δ1. Therefore, when

δ ≥ δ1, w2 ≤ 0, so that Π̃(w, α) < Π(w, 0) for all w > 0 and W (α, δ) = ∅. Conversely,

when δ < δ1, which we assume in the following, we have W (α, δ) ⊆ [w1, w2].

wm − w1 is strictly increasing in δ (Step 012) and positive when δ = δ1 (Step 013).

Therefore, there exists δ2 < δ1 such that wm > w1 if and only if δ > δ2. Π̃ is strictly

concave in w for all α, and we define wc as the unique w such that ∂Π̃/∂w = 0 (Step

014). wc−w2 is increasing in δ, and there exists a unique threshold δ3 such that w2 < wc

if and only if δ > δ3 (Step 015). Moreover, δ3 < δ1 (Step 016). wc − w1 has a strictly

negative denominator (Step 017). Its numerator is linear and strictly decreasing in δ.

Thus, wc−w1 is strictly increasing in δ and there exists a unique threshold δ4 such that

wc > w1 if and only if δ > δ4 (Step 018).

δ2− δ4 has a strictly positive denominator (Step 019) and a strictly positive numer-

ator (Step 020): δ2 > δ4. Moreover, by definition of the thresholds δ3 and δ4 and since

w1 < w2 for all δ < δ1, δ3 > δ4 holds trivially.

Using the facts established above, we can characterize the set W (α, δ). Assume first

that δ2 > δ3. We distinguish several cases:

1. Assume δ ≥ δ1. Then, we already know that W (α, λ) = ∅.

2. Next, assume δ ∈ [δ2, δ1). Then, 0 < w1 ≤ min(wm, w2) and w2 < wc.

Assume first that w1 < w2 ≤ wm. Then, for all w ∈ [w1, w2],

Π̃(w, α) ≥ Π(w, 1) = max
w̃≤w

Π(w̃, 1),

and Π̃(w, α) ≥ Π(w, 0). Therefore, W (α, δ) = [w1, w2].

Conversely, if w2 > wm, then, by the same token, [w1, wm] ⊆ W (α, δ). Besides,

for all w ∈ [wm, w2],

Π̃(w, α) ≥ Π̃(wm, α) ≥ Π(wm, 1).

Therefore, [wm, w2] ⊆ W (α, δ), and W (α, δ) = [w1, w2].

3. Assume δ ∈ [δ3, δ2). Then, 0 < wm < w1 < w2 ≤ wc, and we claim that W (α, δ)

is non-empty if and only if Π̃(w2, α) ≥ Π(wm, 1). Indeed, if this inequality holds,

then, clearly, w2 ∈ W (α, δ), and it is straightforward to show that W (α, δ) =
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[w̃1, w2], where w̃1 is the unique solution of equation Π̃(w, α) = Π(wm, 1) on the

interval [w1, w2]. Conversely, suppose it does not hold. Since w1 < w2 ≤ wc,

and since Π̃(w, α) is concave in w, Π̃(w, α) is increasing on the interval [w1, w2].

Therefore, for all w ∈ [w1, w2],

Π̃(w, α) ≤ Π̃(w2, α) < Π(wm, 1) = max
w̃≤w

Π(w̃, 1),

and so w /∈ W (α, δ). It follows that W (α, δ) is empty.

Define the following function:

dπ2 : δ ∈ R 7→ Π̃(w2, α)− Π(wm, 1).

dπ2(δ) is quadratic in δ (step 021). When δ = δ2, wm = w1 < w2 < wc, and so

dπ2(δ2) > 0. Conversely, when δ = δ4, wm < wc = w1 < w2. Therefore,

Π̃(w2, α) < Π̃(w1, α) = Π(w1, 1) < Π(wm, 1),

and dπ2(δ4) < 0. Since dπ2 is quadratic in δ, there exists a unique threshold

R2 ∈ (δ4, δ2), such that for all δ ∈ [δ4, δ3], dπ2(δ) > 0 if δ > R2, and dπ2(δ) < 0

if δ < R2. We can conclude that if R2 ≤ δ3, then W (α, δ) 6= ∅ for all δ ∈ [δ3, δ2),

whereas if R2 > δ3, then for all δ ∈ [δ3, δ2), W (α, δ) 6= ∅ if and only if δ ≥ R2.

4. Assume δ ∈ (δ4, δ3). Then, 0 < wm < w1 < w2 < wc. Following the same

argument as in item 3, W (α, δ) 6= ∅ if and only if Π̃(wc, α) ≥ Π(wm, 1). Moreover,

when this condition holds, W (α, δ) = [w̃1, w̃2], where w̃1 and w̃2 are the unique

solutions of equation Π̃(w, α) = Π(wm, 1) on the intervals [w1, wc] and [wc, w2],

respectively.

Define the following function:

dπc : δ ∈ R 7→ Π̃(wc, α)− Π(wm, 1).

dπc is quadratic in δ (step 022) and it is straightforward to show that dπc(δ4) < 0.

Assume first that R2 < δ3. Then, we know that dπ2(δ3) > 0. Since, when δ = δ3,

w2 = wc, it follows that dπc(δ3) = dπ2(δ3) > 0. Since dπc is quadratic, dπc(δ4) < 0

and dπc(δ3) > 0, it follows that there exists a unique threshold Rc ∈ (δ4, δ3) such

that for all δ ∈ [δ4, δ3], dπc(δ) > 0 if δ > Rc, and dπc(δ) < 0 if δ < Rc. Therefore,

for all δ ∈ (δ4, δ3), W (α, δ) 6= ∅ if and only if δ ≥ Rc.

Conversely, assume R2 ≥ δ3. Then, dπc(δ3) ≤ 0. Besides, when δ = δ2(> δ3),

dπc(δ) > dπ2(δ) > 0. Since dπc is quadratic in δ and strictly negative when δ = δ4,
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it follows that dπc(δ) < 0 for all δ ∈ (δ4, δ3). Therefore, W (α, δ) is empty for all

δ ∈ (δ4, δ3).

5. Assume δ ≤ δ4. Then, wm ≤ wc < w1 < w2 or wm < wc ≤ w1 < w2. In both

cases, Π(wm, 1) > Π̃(w, α) for all w ∈ [w1, w2], and so W (α, δ) is empty.

We can conclude that, if R2 ≥ δ3, then W (α, δ) 6= ∅ if and only if δ ∈ [R2, δ1). If

R2 < δ3, then W (α, λ) 6= ∅ if and only if δ ∈ [Rc, δ1). Moreover, when W (α, δ) is not

empty, it is an interval.

Conversely, if δ2 ≤ δ3, then it is straightforward to adapt the above reasoning to

show that there exists a threshold Rc such that W (α, δ) 6= ∅ if and only if δ ∈ [Rc, δ1).

This concludes the proof of the existence of the thresholds δtc and δc.

Finally, we show that δtc ∈ [δc, δm]. Suppose δ = δm. Then, Π(wm, 1) = Π(wm, 0). By

concavity, it follows that

Π

(
wm, αs +

1

N −M

)
≥ Π(wm, 1) = Π(wm, 0),

and that

Π(wm, αs) ≥ Π(wm, 1) = Π(wm, 0).

This implies in particular that

φπ(wm, αs) + (1− φ)Π

(
wm, αs +

1

N −M

)
≥ max (Π(wm, 0),Π(wm, 1)) .

Therefore, there exists a best symmetric collusive-like equilibrium at price wm, and

δtc ≤ δm.

The inequality δtc ≥ δc follows from the fact that, since Π(w, α) is concave in α,

Π

(
1

M
,w

)
≥ φπ(w, αs) + (1− φ)Π

(
w, αs +

1

N −M

)
.

Combining the above lemmas, we obtain the following proposition:

Proposition D. Under sequential timing, in the M-merger subgame, there exists a

threshold δtc(γ) ∈ [δc(γ), δm(γ)] such that:

(i) There is a monopoly-like equilibrium if and only if δ ≥ δm(γ).

(ii) There is a best symmetric collusive-like equilibrium if and only if δtc(γ) ≤ δ <

δc(γ). In this case, the set of prices that can be sustained in a best symmetric

collusive-like equilibrium is an interval.

(iii) If δ < δc(γ), then the Bertrand outcome is the only equilibrium.
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G Proof of Proposition 4

We consider the M -merger subgame. All the calculations for this section are in the

Mathematica notebook 05_discrimination.nb. As in the paper, Π(w, α) denotes

the profit of a vertically integrated firm with upstream market share α when the in-

put price is w. For 1 ≤ k ≤ N − M , and wM+1, . . . , wM+k, ŵ ∈ R, we denote by

Π((wM+1, . . . , wM+k), ŵ, k) the equilibrium profit of a vertically integrated firm when

it supplies firms DM+1, . . . , DM+k at prices wM+1, . . . , wM+k and the rest of the up-

stream market is supplied by other vertically integrated firms at price ŵ.6 Let w̄ > 0.

We consider the following maximization problem:

max(wM+1,...,wM+k) Π((wM+1, . . . , wM+k), ŵ, k)

s.t. wM+j ≤ w̄ for all 1 ≤ j ≤ k.
(6)

Lemma K. Maximization problem (6) has a unique solution, which is symmetric.

Proof. Let k ≥ 2. Suppose Ui − Di supplies the first k downstream firms at prices

wM+1, . . . , wM+k. Assume without loss of generality that the other downstream firms

purchase from Ui′ − Di′ at price ŵ. We claim that, if there exist 1 ≤ j′ < j′′ ≤ k

such that wM+j′ 6= wM+j′′ , then Ui−Di can achieve a strictly higher equilibrium profit

by offering w̃ ≡
∑k

j=1 wM+j/k to the k downstream firms. If Ui − Di sticks to the

input price vector (wM+1, . . . , wM+k), then the first order conditions in the downstream

market are:

Ui −Di : γ
N

(
∑k

j=1 wM+j) + 1 + γp̄ = (2(1 + γ)− γ
N

)pi,

Ui′ −Di′ : γ
N

(N −M − k)ŵ + 1 + γp̄ = (2(1 + γ)− γ
N

)pi′ ,

Ui′′ −Di′′ , i
′′ 6= i, i′ : 1 + γp̄ = (2(1 + γ)− γ

N
)pi′′ ,

DM+j, 1 ≤ j ≤ k : (wM+j + δ)(1 + γ(1− 1
N

)) + 1 + γp̄ = (2(1 + γ)− γ
N

)pM+j,

DM+j, j > k : (ŵ + δ)(1 + γ(1− 1
N

)) + 1 + γp̄ = (2(1 + γ)− γ
N

)pM+j.

Adding up these first-order conditions, we obtain the equilibrium average down-

stream price P̄ . It is easily shown that P̄ depends on (wM+1, . . . , wM+k) only through

w̃. It follows that the equilibrium average downstream price remains the same when

Ui −Di deviates to the uniform input price w̃.

Let (Pj)1≤j≤N (resp. (Qj)1≤j≤N) be the equilibrium downstream price (resp. quan-

tity) vector when Ui −Di prices asymmetrically, and (P̃j)1≤j≤N (resp. (Q̃j)1≤j≤N) the

6It is straightforward to adapt the analysis in the Appendix to our paper to show that this profit

does not depend on how the rest of the market is shared among other integrated firms. The function

Π is therefore well defined.
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equilibrium downstream price (resp. quantity) vector when it prices uniformly. Since

Ui−Di’s first-order condition and P̄ remain the same in both scenarios, it follows that

Pi = P̃i and Qi = Q̃i. Moreover, under uniform input pricing, the k downstream firms

set the same downstream price. Therefore, Q̃M+j = Q̃ for all 1 ≤ j ≤ k. The variation

in Ui − Di’s equilibrium profit when it deviates to uniform pricing, ∆π, is therefore

given by:

∆π =
k∑
j=1

(
w̃Q̃− wM+jQM+j

)
,

= Q̃

k∑
j=1

(w̃ − wM+j) +
k∑
j=1

wM+j(Q̃−QM+j),

=
k∑
j=1

wM+j(Q̃−QM+j),

=
1 + γ

N

k∑
j=1

wM+j(PM+j − P̃ ), using the demand function,

=
(1 + γ)(1 + γ − γ/N)

N(2(1 + γ)− γ/N)

k∑
j=1

wM+j(wM+j − w̃), using first-order conditions,

=
(1 + γ)(1 + γ − γ/N)

N(2(1 + γ)− γ/N)

k∑
j=1

(wM+j − w̃)2 > 0.

Maximization problem (6) therefore boils down to

max
w

Π

(
w, ŵ,

k

N −M

)
s.t. w ≤ w̄,

where

Π

(
w, ŵ,

k

N −M

)
≡ Π ((w, . . . , w), ŵ, k) .

In the Mathematica notebook (Step 003), we show that Π(·, ŵ, α) is strictly concave,

which implies that this problem has a unique solution.

Recall that wm is the monopoly upstream price under uniform pricing. Using

Lemma K with k = N −M and w̄ = m̄ and the definition of wm, we can conclude that

the monopoly upstream price vector is (wm, . . . , wm). Lemma K also implies that when a

vertically integrated firm undercuts from a monopoly-like or a collusive-like equilibrium

candidate, it finds it optimal to offer the same upstream price to all the unintegrated

downstream firms it targets with its deviation. For α ∈ {0, 1
N−M , . . . ,

N−M−1
N−M , 1}, we
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denote by Π(w, ŵ, α) the profit of a vertically integrated firm when it supplies α(N−M)

downstream firms at price w and the rest of the upstream market is supplied by the

other vertically integrated firms at price ŵ.

Lemma L. There exists a monopoly-like equilibrium if and only if

Π(wm, 0) ≥ max
α∈{ 1

N−M
,...,N−M−1

N−M
,1}

w≤wm

Π(w,wm, α). (7)

There exists a symmetric collusive-like equilibrium at price w if and only if7

Π(w,
1

M
) ≥ max

Π(0, w), max
α∈{ 1

N−M
,...,N−M−1

N−M
,1}

w̃≤w

Π(w̃, w, α)

 . (8)

Proof. Clearly, for a monopoly-like equilibrium to exist, condition (7) must hold. Con-

versely, suppose condition (7) holds. Assume Ui − Di supplies the upstream market

at price wm, and consider the deviation incentives of Uj − Dj. Following a deviation

by Uj − Dj, we select an equilibrium of the continuation subgame in which a down-

stream firm that receives an offer from Uj−Dj with an input price no smaller than wm

purchases from Ui − Di with probability 1. With this selection and using Lemma K,

Uj − Dj cannot earn more than the term on the right-hand side of equation (7), and

this deviation is therefore not profitable. The second part of the lemma follows from a

similar argument.

Using Lemma L, we prove the following lemmas:

Lemma M. For all (M,N, γ), there exist thresholds Nd(M,γ) > M+3 and δdm(M,N, γ) ≥
δm(M,N, γ) such that monopoly-like equilibria exist if and only if N ≤ Nd

m(M,γ) and

δ ≥ δdm(M,N, γ).

Proof. We begin by extending the domain of Π(w, ŵ, ·) to [0, 1]. Let α ∈ {0, 1
N−M , . . . , 1},

and suppose that Ui − Di supplies α(N − M) downstream firms at price w while

Uj − Dj supplies (1 − α)(N − M) downstream firms at price ŵ. The equilibrium

downstream prices are denoted as follows: P̄ (w, ŵ, α) is the average downstream price;

Pi(w, ŵ, α), Pj(w, ŵ, α), Pk(w, ŵ, α), Pdi(w, ŵ, α) and Pdj(w, ŵ, α) are the downstream

prices charged by Ui − Di, Uj − Dj, vertically integrated firms Uk − Dk such that

7In a symmetric collusive-like equilibrium, all vertically integrated firms offer the same input price

to all N −M unintegrated downstream firms.

26



k 6= i, j, downstream firms Ddi supplied by Ui−Di, and downstream firms Ddj supplied

by Uj −Dj, respectively. These prices solve the following system of equations:

0 = 1 + γP̄ (w, ŵ, α) +
γ

N
α(N −M)w − (2(1 + γ)− γ

N
)Pi(w, ŵ, α),

0 = 1 + γP̄ (w, ŵ, α) +
γ

N
(1− α)α(N −M)ŵ − (2(1 + γ)− γ

N
)Pj(w, ŵ, α),

0 = 1 + γP̄ (w, ŵ, α)− (2(1 + γ)− γ

N
)Pk(w, ŵ, α),

0 = 1 + γP̄ (w, ŵ, α) + (w + δ)(1 + γ(1− 1

N
))− (2(1 + γ)− γ

N
)Pdi(w, ŵ, α),

0 = 1 + γP̄ (w, ŵ, α) + (ŵ + δ)(1 + γ(1− 1

N
))− (2(1 + γ)− γ

N
)Pdj(w, ŵ, α),

P̄ (w, ŵ, α) =
Pi(w,ŵ,α)+Pj(w,ŵ,α)+(M−2)Pk(w,ŵ,α)+α(N−M)Pdi(w,ŵ,α)+(1−α)(N−M)Pdj(w,ŵ,α)

N
.

This system still yields a unique solution for any α ∈ [0, 1]. The domain of the

functions P̄ (w, ŵ, ·) and Pl(w, ŵ, ·) (l = i, j, k, di, dj) can therefore be extended to [0, 1].

Let Qi(w, ŵ, α) denote the downstream demand of firm Ui − Di and Qdi(w, ŵ, α) the

downstream demand of a downstream firm purchasing from Ui−Di, evaluated at those

downstream equilibrium prices. Again, the domain of these functions can be safely

extended to α ∈ [0, 1]. Then, the function

Π(w, ŵ, α) = Pi(w, ŵ, α)Qi(w, ŵ, α) + wα(N −M)Qdi(w, ŵ, α)

is also well defined and smooth on [0, 1] × R2. This function is defined in Step 001 of

the Mathematica file.

Next, we recalculate the monopoly upstream price wm and the threshold δm for the

existence of monopoly-like equilibria in the uniform pricing case. δsup is defined as the

threshold above which the monopoly upstream price is no longer interior (Step 002).

We restrict attention to values of δ smaller than δsup in the following. If δ < δm, then

there are clearly no monopoly-like equilibria, with or without price discrimination.

Next, suppose δ ∈ [δm, δsup). For all α ∈ (0, 1], Π(w,wm, α) is strictly concave in

w, and there exists a unique wdev(α) that solves the first-order condition ∂Π/∂w = 0

(Step 003). We show that wdev(α) < wm for all α ∈ (0, 1) (Step 004). Define

∆Π(α) ≡ Π(wdev(α), wm, α)− Π(wm, 0).

Since wdev(α) ≤ wm, Condition (7) is equivalent to ∆Π(α) ≤ 0 for all α ∈ { 1
N−M , . . . , 1}.

∆Π can be written as R(α)/O(α), where R and O are polynomials in (α, δ, γ,M,N),

and O(α) > 0 for all α (Step 005). R can be rewritten as R(α) = ακ(δ)S(α), where S

is a polynomial in (α, δ, γ,M,N), and κ > 0 (Step 006). S is strictly convex in α (Step
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007). Moreover, since ∆Π(1) ≤ 0, we have that S(1) ≤ 0. It follows that Condition (7)

is equivalent to S( 1
N−M ) ≤ 0.

In the following, we study the sign of T ≡ S( 1
N−M ). T is strictly decreasing in δ

(Step 008). At δ = δsup, we have that T < 0 if and only if f(M,N, γ) > 0, where f is a

polynomial (Step 009). Moreover, f(M,M + 1, γ) > 0, and limN→∞ f(M,N, γ) = −∞
(Step 010). Therefore, by continuity, the equation f(M,N, γ) = 0 has a solution in N

on (M + 1,∞).

The next step is to show that this solution is unique for given (M,γ). We do so by

proving that ∂f(M,N, γ)/∂N < 0 whenever f(M,N, γ) = 0. We show that f(M,N, γ)

is strictly concave in M and has two roots, M = M1 and M = M2, which satisfy

M2 < N − 1 < M1 (Step 011). The relevant root for us is thus M2. We show that

M2 ≥ 2 if and only if N is greater or equal to some threshold N (Step 012). Condition

f(M,N, γ) = 0 therefore reduces to M = M2 and N ≥ N . When those conditions are

satisfied, we find that

∂f(M,N, γ)

∂N

∣∣∣∣
M=M2

< 0 (Step 013).

It follows that, for given (M,γ), the equation f(M,N, γ) = 0 has a unique solution,

Nd
m(M,γ). We also show that f(M,M + 3, γ) > 0 (Step 014), which implies that

Nd
m(M,γ) > M + 3 for all (M,γ).

We can conclude that, if N < Nd
m(M,γ), then there exists δdm ∈ [δm, δsup) such

that monopoly-like equilibria exist if and only if δ ≥ δdm. Otherwise, there are no

monopoly-like equilibria.

Lemma N. There exists a threshold δdc(M,N, γ) ∈ [δc(M,N, γ), δ̄c(M,N, γ)) such that

a symmetric collusive-like equilibrium exists if δ ∈ [δdc(M,N, γ), δ̄c(M,N, γ)).

Proof. We begin by redefining the upper bound for collusive-like equilibrium in the

uniform pricing case, δ̄c (Step 015). If δ ≥ δ̄c, then firms always want to exit, and so

there are no collusive-like equilibria. In the following, we assume δ < δ̄c. We focus on a

particular symmetric collusive-like equilibrium candidate at price wc, where wc is such

that the function f : α ∈ [0, 1] 7→ Π(w,w, α) is maximized at α = 1/M when w = wc.

For all w > 0, the function f is strictly concave in α, and there is a unique w > 0 such

that f ′(1/M) = 0, which we denote wc (Step 016).

For all α > 0, we know that Π(w,wc, α) is concave in w. Define the unconstrained

deviation price, wcdev(α) = arg maxw Π(w,wc, α), and let ∆w(α) = wcdev(α) − wc. We

show that ∆w(0) ≥ 0 if and only if δ ≥ δdc , where the threshold δdc is strictly smaller
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than δ̄c (Step 017). In the following, we assume δ ∈ [δdc , δ̄c). We show that ∆w′(α) ≥ 0

for all α (Step 018). It follows that wcdev(α) ≥ wc for all α, which, by concavity, implies

that maxw≤wc Π(w,wc, α) = Π(wc, α) for all α. It follows that condition (8) is satisfied

since:

Π

(
wc,

1

M

)
= max

(
Π(wc, 0), max

α∈[0,1]
Π(wc, wc, α)

)
by definition of wc,

= max

(
Π(wc, 0), max

α∈[0,1]

{
max
w≤wc

Π(w,wc, α)

})
,

≥ max

Π(wc, 0), max
α∈{1/(N−M),...,1}

w≤wc

Π(w,wc, 0)

 .

Combining Lemmas M and N, we obtain Proposition 4 .

H Two-Part Tariffs

In this section we assume that upstream firms compete in two-part tariffs, confining

attention to the case where fixed parts are non-negative.

As mentioned in the paper, we assume that (observable) supplier choices are made

before downstream prices are set, as in Section F. If we were to stick to the simultaneous

timing used in the baseline model, we would face the following problem. Suppose Ui

offers a low variable part and a high fixed part, whereas Uj offers a high w and a

low T . Then, a downstream firm’s optimal choice of supplier may depend on the

downstream price it sets. If it sets a low downstream price, then the demand it receives

is high, incentives to minimize marginal cost are strong, and so the downstream firm

should pick Ui’s contract. Conversely, if it sets a high price, then it should choose Uj’s

contract. This mechanism implies that a firm’s marginal cost can be an increasing and

discontinuous function of its price, which can make that firm’s best-response function

discontinuous and/or non-convex-valued. Such complications are likely to jeopardize

equilibrium existence in stage 3.

Lemmas E and F imply that the equilibrium profit of an unintegrated downstream

firm (gross of the fixed part) is a decreasing function of the variable part of the tariff it

chooses. This implies that the Bertrand outcome is always an equilibrium, regardless

of how many mergers have taken place.

We establish the existence condition for monopoly-like equilibria when N = M+1 in

Section H.1. The reason why we restrict attention to the caseN = M+1 is the following.

If there are multiple unintegrated downstream firms in the merger-wave subgame, then,
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starting from a monopoly-like outcome, a deviating vertically integrated firm may find it

optimal to offer a contract that attracts fewer than N−M+1 unintegrated downstream

firms. This can be done by choosing a contract with a low variable part and a high

fixed part, as a downstream firm is more likely to find such a contract attractive when

downstream prices are high, which arises when no other downstream firm accepts the

contract. It is hard to check whether such a deviation is profitable in the general case

with an arbitrary number of upstream and downstream firms.

Finally, in Section H.2, we provide a sufficient condition for collusive-like equilibria

to exist, focusing on the case where M = 2 and N = 4 for simplicity. Note that even

in that special case, we need to account for deviations of the type described in the

previous paragraph.

H.1 Proof of Proposition 5

Proof. Consider the merger-wave subgame. We start by showing that a monopoly-

like equilibrium exists if and only if Π(wtpm, 1) ≤ Π(wtpm, 0). Suppose a monopoly-like

equilibrium exists and let T tp ≥ 0 denote the fixed part of the contract accepted by the

unintegrated downstream firm in equilibrium. It must be that the firms that do not

supply the upstream market are not willing to undercut:

Π(wtpm, 0) ≥ Π(wtpm, 1) + T tp ≥ Π(wtpm, 1),

where the second inequality follows as T tp ≥ 0.

Conversely, suppose Π(wtpm, 1) ≤ Π(wtpm, 0). We distinguish two cases. Assume first

that Π(wtpm, 1) + T tpm ≤ Π(wtpm, 0). Then, the monopoly-like outcome in which U1 −D1

offers (wtpm, T
tp
m ) and other vertically integrated firms make no offer is an equilibrium.

Second, assume that Π(wtpm, 1) ≤ Π(wtpm, 0) < Π(wtpm, 0) + T tpm . Then, the monopoly-

like outcome in which all integrated firms offer (wtpm,Π(wtpm, 0) − Π(wtpm, 1)) and the

unintegrated downstream firm accepts U1 −D1’s contract is an equilibrium.

Next, we find a necessary and sufficient condition for Π(wtpm, 0) ≥ Π(wtpm, 0). All

calculations are in the Mathematica notebook 07_two_part_monopoly.nb.

We compute equilibrium downstream prices, quantities, and profits when Ui − Di

supplies DM+1 at price w (Step 001). The joint profit of Ui −Di and DM+1, Π(w, 1) +

Πd(w) is concave in w and reaches its maximum at ŵtpm (Step 002). We also define the

thresholds δsup and wmax (Step 003): wmax is the upstream price threshold above which

downstream firms cannot be active; δsup is such that ŵtpm < wmax if and only if δ < δsup.

In the following, we assume δ < δsup. By choosing a high enough m, we can ensure that

Πd(ŵ
tp
m) ≥ πd. We therefore have wtpm = ŵtpm.
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Π(wtpm, 0) − Π(wtpm, 1) is strictly concave in δ, and positive for δ = δsup. Therefore,

there exists δtpm < δsup such that Π(wtpm, 0) ≥ Π(wtpm, 1) if and only if δ ≥ δtpm (Step 004).

Finally, we check that δtpm is larger than δm, the threshold for monopoly-like equilibria

in the linear-tariff case (Step 005).

H.2 Proof of Proposition 6

Proof. All calculations are in the Mathematica notebook 08_two_part_collusive.nb.

We compute equilibrium downstream prices, quantities, and profits for all possible

outcomes in the upstream market (Step 001). We also define three thresholds: δsup,

δinf and wmax (Step 002). δsup (resp. δinf ) is the threshold above which (resp. below

which) unintegrated downstream firms (resp. vertically integrated firms) cannot be

active when w = 0. When δinf < δ < δsup, wmax is the upstream price threshold above

which downstream firms cannot be active. In the following, we assume δinf < δ < δsup.

Since the two unintegrated downstream firms do not necessarily purchase the input

at the same variable part, we need to introduce additional notation:

• Π(w,w′, 1
2
, 1

2
) is the profit (gross of fixed fees) of a vertically integrated firm that

supplies one downstream firm with a variable part of w when the other down-

stream firm buys at a variable part of w′ from the other integrated firm;

• Πd(w,w
′) is the profit (gross of the fixed fee) of a downstream firm that buys the

input at marginal price w from a vertically integrated firm, when its downstream

rival buys at w′ from a vertically integrated firm (recall that the identity of ver-

tically integrated upstream suppliers does affect the downstream firms’ profits);

• Πd(m̄, w
′, 0, 1

2
) is the profit of a downstream firm when it buys the input from the

alternative supplier and its downstream competitor buys at w′ from a vertically

integrated firm.

In the candidate collusive-like equilibrium, both vertically integrated firms offer

(w, T ), w > m, D3 buys from U1 − D1, and D4 buys from U2 − D2. This is an

equilibrium if the following deviations are not profitable:

(i) A vertically integrated firm does not want to undercut selectively, i.e., change its

upstream offer and attract only one downstream firm;

(ii) a vertically integrated firm does not want to undercut, i.e., change its upstream

offer and attract both downstream firms;
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(iii) a vertically integrated firm does not want to exit, i.e., withdraw its upstream offer;

(iv) a downstream firm does not want to deviate by accepting several offers or switching

to the alternative supplier.

We derive sufficient conditions for (i)–(iv).

(i) No selective undercutting. Consider the following deviation: U1 − D1 offers

(w′, T ′) in order to attract only one downstream firm, say D3. A necessary condition

for D3 to accept the deviation is

Πd(w
′, w)− T ′ ≥ Πd(w,w)− T. (9)

Note that this is not a sufficient condition for the deviation to be feasible since it must

also be that T ′ ≥ 0 and that D4 still wants to purchase from U2 − D2. This is not

a problem since we are only looking for a sufficient condition for (i). Condition (9)

imposes an upper bound on T ′, and the deviation profit is therefore bounded above by

max
w′

Π(w′, w,
1

2
,
1

2
) + T + Πd(w

′, w)− Πd(w,w).

A sufficient condition for (i) to hold is that is that the maximum is smaller than

Π(w,w, 1
2
, 1

2
) + T . This condition is equivalent to

w ∈ arg max
w′

Π(w′, w,
1

2
,
1

2
) + Πd(w

′, w).

For any w, w′ 7→ Π(w′, w, 1
2
, 1

2
)+Πd(w

′, w) is concave in w′ and reaches its maximum at

some w′ = f(w). The function w 7→ f(w) has a unique fixed point, wc, which satisfies

wc > m (Step 003). A sufficient condition for (i) is therefore

w = wc. (10)

There exists δ0 such that wc ≤ wmax if and only if δ ≤ δ0 (Step 004). We assume δ ≤ δ0

and w = wc from now on.

(ii) No undercutting. Consider a deviation in which U1 − D1 sets (w′, T ′) and

attracts both downstream firms. A necessary condition for there to be an equilibrium

in which both downstream firms accept the deviating offer is

Πd(w
′, w′)− T ′ ≥ Πd(wc, w

′)− T.
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This imposes an upper bound for T ′, so that the deviation profit is bounded above by

arg max
w′

Π(w′, 1) + 2[T + Πd(w
′, w′)− Πd(wc, w

′)].

The objective function is concave in w′ and achieves its maximum at w′ = wu (Step

005). A sufficient condition for (ii) is thus

Π(wu, 1) + 2[T + Πd(wu, wu)− Πd(wc, wu)] ≤ Π(wc, wc,
1

2
,
1

2
) + T,

which can be rewritten as (Step 006)

T ≤ Π(wc, wc,
1

2
,
1

2
) + 2Πd(wc, wu)− 2Πd(wu, wu)− Π(wu, 1) ≡ T1. (11)

(iii) No exit. A vertically integrated firm does not want to withdraw its upstream

offer if and only if

Π(wc, 0) ≤ Π(wc, wc,
1

2
,
1

2
) + T,

which can be rewritten as (Step 007)

T ≥ Π(wc, 0)− Π(wc, wc,
1

2
,
1

2
) ≡ T0. (12)

(iv) Downstream firms. We first need to specify a value for m. We set m such

that a downstream firm receives zero profit if both downstream firms buy from the

alternative source of input (Step 008). When w = wc, condition (iv) holds if and only

if no downstream firm wants to accept several offers,

T ≥ 0, (13)

or switch to the alternative supplier (Step 009):

T ≤ Πd(wc, wc)− Πd(m̄, wc, 0,
1

2
) ≡ T2. (14)

Summary. Combining conditions (10)–(14), a sufficient condition for the candidate

equilibrium to be an equilibrium is w = wc and max(0, T0) ≤ T ≤ min(T1, T2). There-

fore, there exists a collusive-like equilibrium if max(0, T0) ≤ min(T1, T2). We show

that:

• there exists δ1 < δ0 such that T1 ≥ 0 if and only if δ ≥ δ1 (Step 010);

• there exists δ2 < δ0 such that T2 ≥ 0 if and only if δ ≤ δ2 (Step 011);
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• T0 ≤ T1 (Step 012);

• there exists δ3 < δ0 such that T0 ≤ T2 if and only if δ ≤ δ3 (Step 013);

• δ1 < δ3 < δ2 (Step 014).

Defining δtpc = δ1 and δ
tp

c = δ3 concludes the proof of the proposition.

I Secret Offers

In this section, we assume that upstream firms offer linear, potentially discriminatory

contracts to downstream firms. As mentioned in the paper, we also assume that (i)

input suppliers are chosen before downstream competition takes place and (ii) supplier

choices are publicly observed. Assumption (i) ensures that, even though upstream offers

are secret, a vertically integrated firm knows its upstream market share before setting

its downstream price, so that undercutting decisions still trade off the upstream profit

effect against the loss of the softening effect. Assumption (ii) rules out implausible

situations in which, say, Ui − Di is expected to supply the entire upstream market at

its monopoly upstream price (while its vertically integrated rivals are expected to make

no upstream offer); but Ui − Di finds it profitable to deviate secretly by withdrawing

its upstream offer, so that the unintegrated downstream firms end up purchasing from

the alternative source of input (or exiting), without this being observed by Ui − Di’s

integrated rivals.

The proofs of Lemmas E and F can easily be adapted to show that, given passive

beliefs, the equilibrium profit of an unintegrated downstream firm is a decreasing func-

tion of the price at which it buys the input, holding fixed the identity of its upstream

supplier. This implies that the Bertrand outcome is always an equilibrium, regardless

of how many mergers have taken place.

We establish the existence condition for monopoly-like equilibria when N = M+1 in

Section I.1, and that for collusive-like equilibria when M = 2 and N = 4 in Section I.2.

I.1 Proof of Proposition 7

Proof. We derive a necessary and sufficient condition for Π(wsm, 0) ≥ Π(wsm, 1). All

calculations are in the Mathematica notebook 09_secret_monopoly.nb.

We begin by computing equilibrium downstream prices, quantities, and profits in

the public offer game (Step 001). We also define δsup as the threshold above which
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downstream firms cannot be active when w = 0 (Step 002). In the following, we

assume δ < δsup.

Next, we define the out-of-equilibrium profit functions Πs(w,wb) and Πs
d(w,w

b) in

the private offer game (Step 003). For all wb, Πs(w,wb) is concave in w, and the

monopoly upstream price under secret offers, wsm, is unique (Step 004). Π(wsm, 0) −
Π(wsm, 0) is concave in δ and positive for δ = δsup. Therefore, there exists δsm < δsup

such that Π(wsm, 1) ≤ Π(wsm, 0) if and only if δ ≥ δsm (Step 005). Finally, we check that

δsm is larger than δm, the threshold for monopoly-like equilibria in the public offer case

(Step 006).

I.2 Proof of Proposition 8

Proof. All calculations are in the Mathematica notebook 10_secret_collusive.nb.

In the collusive-like equilibrium candidate, both vertically integrated firms offer w > 0

to both downstream firms, D3 purchases from U1−D1, and D4 purchases from U2−D2.

We compute equilibrium prices and profits in this equilibrium candidate in Step 001

of the Mathematica file. Since beliefs must be correct on the candidate equilibrium

path, those prices and profits are the same as under public contracts. This means that

vertically integrated firms earn Π(w, 1/2) on path. We also redefine δsup as the cutoff

above which downstream firms cannot be active when w = 0.

We start with a few preliminary observations. Note that U1 − D1 can deviate by

offering w − ε to both downstream firms, thereby taking over the entire upstream

market. Given passive beliefs, as ε tends to zero, the ensuing equilibrium converges to

the equilibrium under public contracts when U1 −D1 supplies both downstream firms

at w. For there to be a collusive-like equilibrium at price w, it must therefore be the

case that

Π

(
w,

1

2

)
≥ Π(w, 1). (15)

Similarly, U1 −D1 can deviate by withdrawing both of its upstream offers. After such

a deviation, both downstream firms purchase from U2 − D2 at w and the equilibrium

downstream prices are as under public contracts. We thus obtain a second non-deviation

constraint:

Π

(
w,

1

2

)
≥ Π(w, 0). (16)

We have shown in the proof of Lemma B that there exist cutoffs w1(δ) and w2(δ)

such that conditions (15)–(16) hold jointly if and only if w1(δ) ≤ w ≤ w2(δ). Moreover,

w1(δ) ≤ w2(δ) if and only if δ ≤ δc, w1(δ) = w2(δ) = 0 if δ = δc, and 0 < w1(δ) <
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w2(δ) if δ < δc. Hence, there is no symmetric collusive-like equilibrium if δ ≥ δc,

and, regardless of δ, no price outside the interval [w1(δ), w2(δ)] can be sustained in

a symmetric collusive-like equilibrium. In the following, we assume δ < δc and w ∈
[w1(δ), w2(δ)]

We recompute Π(w, 1) and Π(w, 0) (Step 002), as well as w1(δ), w2(δ), and δc (Step

003). In Step 004, we also redefine wm, the monopoly upstream price under public

contracts, and δ2, the threshold above which w2(δ) < wm—see the proof of Lemma B.

In that step, we also show that δ2 > 0. Recall from the proof of Lemma B that

δc > δ2 > δc.

Let ΠU(w3, w4, w) be U1 − D1’s profit when it supplies D3 at w3 and D4 at w4,

but U2 −D2 believes that both downstream firms are supplied at w. We compute this

function in Step 005. For there to be a collusive-like equilibrium at price w, it must

be the case that ΠU(w3, w4, w) ≤ Π(w, 1/2) for every (w3, w4) ∈ [0, w]2. For every

w > 0, ΠU(w3, w4, w) is strictly concave in (w3, w4) (Step 006). Since that function

is also symmetric in (w3, w4), the optimal deviation must satisfy w3 = w4: Thus, let

ΠU(w3, w) ≡ ΠU(w3, w3, w). The function ΠU(·, w) is strictly concave (Step 007). Since

Π(w, 1/2) ≥ Π(w, 1) = ΠU(w,w), this implies that U1 −D1 does not want to take over

the entire upstream market at prices weakly below w if and only if

Φ(w, δ) ≡ ∂ΠU(w3, w)

∂w3

∣∣∣∣
w3=w

≥ 0,

a condition we study next.

Φ is strictly decreasing in w; moreover, at δ = δc and w = w1(δ) = w2(δ) = 0, Φ

is strictly positive (Step 008). We show that Φ(w2(δ), δ) is strictly increasing in δ and

strictly negative when δ = δ2 (Step 009). There therefore exists δU2 ∈ (δ2, δc) such that

Φ(w2(δ), δ) ≥ 0 if and only if δ ≥ δU2 . Similarly, Φ(w1(δ), δ) is strictly increasing in δ

and strictly negative when δ = δ2 (Step 010), implying the existence of a δU1 ∈ (δ2, δc)

such that Φ(w1(δ), δ) ≥ 0 if and only if δ ≥ δU1 . Since Φ is decreasing in w, we have that

δU1 < δU2 , Φ(w, δ) ≥ 0 for every δ ≥ δU2 and w ∈ [w1(δ), w2(δ)], and Φ(w, δ) < 0 for every

δ < δU1 and w ∈ [w1(δ), w2(δ)]. If δ ∈ [δU1 , δ
2
U), then there exists wU(δ) ∈ [w1(δ), w2(δ))

(defined in Step 011) such that Φ(w, δ) ≥ 0 if and only if w ∈ [w1(δ), wU(δ)]. Thus,

there is no profitable deviation in which U1−D1 takes over the entire upstream market

if and only if δ ≥ δU2 , or δ ∈ [δU1 , δ
U
2 ) and w ∈ [w1(δ), wU(δ)].

Let Πu(w3, w) be U1 −D1’s profit when it supplies D3 at w3, but U2 −D2 and D4

believe that D3 is supplied at w. We compute this function in Step 012 and show that

it is strictly concave in w3 in Step 013. For there to be a collusive-like equilibrium at
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price w, it must be the case that Πu(w3, w) ≤ Π(w, 1/2) for every w3 ∈ [0, w]. Since

Πu(w,w) = Π(w, 1/2) and by concavity of Πu(·, w), this condition is satisfied if and

only if

Ψ(w, δ) ≡ ∂Πu(w3, w)

∂w3

∣∣∣∣
w3=w

≥ 0.

We now argue that this condition is satisfied whenever δ ∈ [δU2 , δc) and w ∈
[w1(δ), w2(δ)], or δ ∈ [δU1 , δ

U
2 ) and w ∈ [w1(δ), wU(δ)]. Ψ is strictly decreasing in w

(Step 014). Moreover, Ψ(w2(δ), δ) is strictly increasing in δ and strictly positive when

δ = δU2 (Step 015). By monotonicity of Ψ in w, it follows that Ψ(w, δ) ≥ 0 when

δ ∈ [δU2 , δc) and w ∈ [w1(δ), w2(δ)]. Similarly, Ψ(wU(δ), δ) is strictly increasing in δ and

strictly positive when δ = δU1 . By monotonicity of Ψ in w, it follows that Ψ(w, δ) ≥ 0

when δ ∈ [δU1 , δ
U
2 ) and w ∈ [w1(δ), wU(δ)].

Since we have exhausted all possible deviations, we can conclude. There exist

symmetric collusive-like equilibria in passive beliefs if and only if δ ∈ [δU1 , δc). If

δ ∈ [δU2 , δc), then the set of input prices that can be sustained in such an equilibrium is

[w1(δ), w2(δ)]—the same set as under public contracts (see the proof of Lemma B). If

δ ∈ [δU1 , δ
U
2 ), then the set of input prices that can be sustained in such an equilibrium

is [w1(δ), wU(δ)]; this set is a strict subset of [w1(δ), w2(δ)], the set of prices that can

be sustained under public contracts. Setting δsc ≡ δU1 and noting that δU1 > δ2 > δc
concludes the proof.
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